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AMD VS INTEL TEXHUYECKOE CPABHEHMUE?

Apep Ha npoueccop Up to 64 Up to 28 2.3X
CKOpOCTb ONepaTuBHON NAaMATH 3200 MT/s 2133, 2400, 2666, 2933 MT/s up to 1.5X
KaHanbl onepaTtMBHO NnamaATU 8 6 1.33X
MakcumanbHana NPonycKHasn
CNocobHOCTb OonepaTuBHOMN 204.8 GB/s 102.4-140.8 GB/s 1.45X to 2X
NamaTn
M M obbé
aKCVIMEIIlbI:I‘bIVI e 1TB(2 TB, 4.5 TB - 6onblasn
onepaTtMBHOU NAMATU Ha 4TB ena) up to 4X
npoueccop H
Tun n cKOopocCTb LLUMHbI BBOAA-
. = Genk, 16 GT/s (~2 GB/s) Gen3, 8 GT/s (~1 GB/s) 2X

BbiBoga (PCle)
Kon-Bo anHnit BBOAa-8biBOAa

& = Up t0 128 Up to 48 2.7X

(PCle) Ha npoueccop

1 2nd Generation AMD EPYC processor family compared to 2nd Generation Intel Xeon Scalable processor family.
Not including Xeon 9000 series processors which have very specific environment requirements.
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AMD VS INTEL TEXHUYECKOE CPABHEHUE?

Apep Ha npoueccop Up to 64 Up to 40 1.6X
CKOpOCTb ONepaTuBHON NAaMATH 3200 MT/s 3200 MT/s =
KaHanbl onepatnsHoOM namaTtn 8 8 =
MaKcumanbHasa NnponycKHasA cnocobHoOCTb

s Ui/ 204.8 GB/s 204.8 GB/s =
onepaTtMBHOMN NAMATH
MakcumanbHbI 06bEM ONepaTUBHOM

4 TB 4 TB =

NamaTH Ha Nnpoueccop

Tun " CKOPOCTb WLUUHbI BBOAA-BbIBOAA
P A A Genk, 16 GT/s (~2 GB/s)  Gen3, 8 GT/s (~1 GB/s)

(PCle)
Kon-8o nnHuii BBoaa-sbisoaa (PCle) Ha
a A Cle) Up fo 128 Up to 64 2X

npoueccop
MaKcumanbHbI 06BEM K3LLa npoueccopa

PORECCOPA  yp 10 256 MB Up to 60 MB 427X
3-ero ypoBHA
MaKcumanbHbI 06BEM K3l npoueccopa

POLECCOPA Up to 32 MB Up 10 2.25 MB ~14.2X

3-ero ypoBHsA Ha A4pO

1 3rd Generation AMD EPYC processor family compared to 3rd Generation Intel Xeon Scalable processor family.
Not including Xeon 9000 series processors which have very specific environment requirements.
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NOPT®O/NO HPE NPOAYKTOB HA BA3E NPOLLECCOPOB AMD

Milan: 3-ee nokoneHune AMD

Rome: 2-oe nokoneHue AMD EPYC npoueccopoB
pou P EPYC npoueccopos

ProLiant Gen10 Plus MnepKoHBEpPreHTHbIe Gen10 Plus v2/Gen10 Plus
: pelueHus

,, SimpliVity 325 : » .
DL325 Gen10 Plus DL385 Gen10 Plus " Gen10 SRR AT !!

DL325 Gen10 Plus v2 DL385 Gen10 Plus v2

. : ' __ dHCI: Nimble + DL325
ProLiant Genl0 : Gen10/Gen10 Plus

= ol | dHCI: Nimble + DL385 | i I=SEREReme A
Gen10/Gen10 Plus DL345 Gen10 Plus* DL365 Gen10 Plus*

DL325 Genl0 DL385 Genl0 *C NOAAEPKOMN 5-TH NPOLLECCOPOB 2-0r0 NOKOEHMA

Cucrtembl gna BblCOKOMpounssoaAuUTE/NIbHbIX BblUUCNEHUI

(ALOCTYNHbI CO 2-bIM 1 3-UM NOKONAEHUEM NPOL,ECCOPOB)
iy B ? i

HPE Cray EX425
Apollo 2000 Gen10 Plus Apollo 6500 Gen10 Plus HPE Cray EX235n

| AMDZ



PELLUEHUA HPE HA BA3E 3-EI'O NMOKOZTIEHUA NPOLECCOPOB AMD EPYC

NUaeanbHoe peweHue gna
MCI1 n noBcegHeBHbIX
3aaau

HPE ProLiant DL325
Genl10 Plus v2

-

CneunanusmpoBaHHble
CynepKomnbloTepbl

HPE Cray Supercomputers

HPE Cray EX425 - 4-éx y3noBoe nessue

HPE Cray EX235n - AMD EPYC c rpadmyeckumu yckoputenamm

| AMDA1

OnTMMu3npoBaHHoe gnA
XpaHeHuA n 06paboTKu
AAHHbIX pelieHue

OnTMMM3MpOBaHHOE no
NNAOTHOCTU pasmMmelleHunA
CToe4yHoe peweHune

HPE ProLiant DL365
Genl10 Plus

HPE ProLiant DL345
Gen10 Plus

PelweHue Ana BbICOKONPOU3BOAUTE/IbHbIX
BbluncneHnii u UM c rpadpunueckum
yCKOpeHuem
HPE Apollo 6500
Genl0 Plus

OonTMmusnposaHHoe
pelweHue gnn
TpeboBaTenbHbIX 33434

HPE ProLiant DL385
Genl10 Plus v2

MacwTtabupyemoe pewieHue ¢
ONTUMMU3UPOBAHHOW NNIOTHOCTbIO
pasmeLieHus

HPE Apollo 2000
Gen10 Plus

MaCLIJTa6I/IpyeMbIe BblYUCAeHNA C 0I'ITVIMI/I33LI,VI€I7I NNOTHOCTU ONA
pa6ow|x Harpy3oK BbICOKONPOU3BO4UTE/IbHbIX BbIYMCNEHNN 1

MUCKYCCTBEHHOIO UHTE/INNEKTA



CTOEYHbIE CEPBEPA HA BA3E NPOLIECCOPOB AMD EPYC MILAN

UpeanbHoe pewieHune
ana MCIN u
noscegHeBHbIX 3a4a4

iU, 1P
HPE ProLiant DL325
Genl10 Plus v2

VDI
SMB/MCI,
YAANEHHble OPUCHI
Edge/rpaHunyHble
BblYMC/IEHUA

| AMDA1

OnTMMM3MpOBaHHOE ANA
XpaHeHnAa u 06paboTku
AQAHHDbIX pelueHue

2U, 1P
HPE ProLiant DL345
Gen10 Plus

ba3bl AaHHbIX
lMnepKOHBepreHTHble
peweHuA
XpaHeHue gaHHbIX

OnTumunsnpoBaHHoOe no
NNOTHOCTU pa3mMmeLlleHnA
CToe4yHoe peweHue

1U, 2P
HPE ProLiant DL365
Genl10 Plus

VDI
CAE - moaennuposaHue,
CUMyNAaLuUn U gpyrue
MH)XeHepHble 3a4a4m

OnTMMmusnpoBaHHoe
pewweHue ana
TpeboBaTenbHbIX 33834

2U, 2P
HPE ProLiant DL385
Genl10 Plus v2

UCKycCTBEHHbIN
UHTEeNEeKT
MalwuHHoe 0byuyeHune
Big Data aHanuTuKa



BHELLHWM BUA LLACCU DL325 U USMEHEHUA

DL325 Genl0 DL325 Genl10 Plus DL325 Gen10 Plus Long
61. CcMm 83 cm 101 cm
(24inch) (33inch) (40inch)

JnnHHOe waccun
(3 papa AnCKoB)
428 X 43.46 X 100.88 cm

Kopomkoe waccu
(2 psda duckos)
428 X 43.46 X82.62 cm

4 LFF or 10 SFF
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K/ZTKOYEBbIE PABOYUE HATPY3KU A/11 HPE-AMD CEPBEPOB

Buptyanusauua
YBe/IMYeHHOe KOIMYECTBO A4ep U 06bem namaTn o6ecneuymnsBaloT OT/IMYHYIO NIOTHOCTb BUPTYa/IbHbIX MALLUH,
KOHTENHEepPOB M NPUNIOKEeHU, 04HOBPEMEHHO YBE/IMUMBAA 3arpy3Ky npoueccopa

RERELEEEEEEEEEL O—EO HPE ProLiant DL325 Gen10 Plus v2 Server
HPE ProLiant DL365 Gen10 Plus Server

yn pasaeHue 6aszamu AdHHDbIX

O bonble pa3bEMoB BX04a-BbIX0Aa U 60nblue EMKOCTb XpaHUAULLA ANA pelleHua 3a4au B cdepe 6a3
smsssEEEEEEEEEES EEssEEEEEEEEEEEEEEEEE I:] AAHHDbIX
mjs! HPE ProLiant DL345 Gen10 Plus Server

AMD u HPE pab6ortaioT

BMecTe’qTOGbI I I EEEEEEEEEEEEEESN
npepocTaBuTb Big Data aHanuTtuka
peleHus, BonbLioe KOAMYECTBO AAep, YBENMUEHHDbI 06bem namATH, 60/1blias eMKOCTb BBOAA-BbIBOAA U

6onblioe Konnyectso nnHUiA PCle 4.0 yMeHbLUAKOT 3a4,ePXKKY M YBEIMUUBAIOT NPONYCKHYIO
CMOCOBHOCTb ANA NYULLUUX Pe3yNbTaToB Npu pabote 60ablMM 06bEMOM JaHHBIX

HPE ProLiant DL385 Gen10 Plus v2 Server

ONTUMMU3UPOBAHHbIE
ANA pabounx Harpysok,
KOTOpble NomoryT

6bICTPO pearMpoBatb

Ha 3anpocbl 6usHeca

MCKycCTBEHHbIN MHTENNEKT U MAaLLMHHOE 0byyeHue

MNoapep)KKa HECKOIbKUX NPOLLECCOPOB € 60/1bLLIMM KOJIMYECTBOM iAEP C yBe/IMYEHHbIM 06beMoM NamATU U
ycKoputenamm rpadpuyeckoro npoueccopa o6ecneymsatoT nosbileHUE NPOM3BOAUTENIbHOCTU AN1A
yCKOopeHus 06paboTKu.

TpaHckoauHr sBuaeo - HPE ProLiant DL385 Gen10 Plus v2 Server
BbluncneHua c rpadpuueckum yckopeHuem - HPE Apollo 6500 Gen10 Plus

BblCOKOI‘IpOM3BOAMTEHbeIe BbluUcneHuA
) BonbluoOe KONIMYECTBO AAEP, YBE/IMYEHHDbI 06beM NaMATU U eMKOCTb BBOAA-BbIBOAA, a TAKXKe NoAAEePIKKaA rpaduyeckux

o ycKopuTeneii rpaduueckoro npoueccopa yCKOPAIOT NPUNONKEHUA C UHTEHCUBHbLIMU BbIYMCAEHUAMMU
: | AI ID" HPE+TREOLAN TECH-TALK I 9



PEKOP/: DL385 GEN10 PLUS V2 - J1Y4YLLUWUWU CEPBEP 4219 BUPTYATU3ALINNY

Knouesble BbIBOADbI:
* #1 AMD pesynbraTt

HPE ProLiant DL385 Gen10 Plus v2 earns higher performance
score with half the processors on VMmark 3

8 CPUs

1.63% higher

16 CPUs

33.04

performance

—

* #1 4-éx y310BbIX pe3ynbTaT
* bonblie Npon3BoANTENBHOCTb M BONbLLE XOCT-CEPBEPOB, B
CPaBHEHMM C APYTAMY 2-YX POLECCOPHLIMK CHCTEMAMMN Ha T e e et
6a3e 4-éx y3108B w/ 3PAR shorage

 Ha 12.53% 6onblie npon3BoanTenbHOCTb U Ha 20% bonblue FIGURE 1 HPE ProLisnt DL 585 Genl0 Plus 12 8P and competitor 169 resul on the Yhmark 311 benchmark
XOCT-CEPBEPOB, YEM NpeablayLEN 4-EX Y310BbIN PeEKopA,
* HoBbi pekopa no cpaBHeHMto ¢ Fujitsu PRIMERGY c BgBoe

MEHbLLUNM KOJIMYECTBOM NPOLLECCOPOB

@ 35 tiles

HPE ProLiant DL385 Gen10 Plus v2 defeats
prior 2P 4-node and 4-node records

24.08 29.84
@ 28 tiles @ 30 tiles

Dell PowerEdge R&525 Fujitsu PRIMEQUEST 3B0OO0E HPE ProLiant DL385 Gen10 Plus v2
2P &4-node 4P L-node 2P 4-node
2nd Gen AMD EPYC processors 2nd Generation Intel Xeon 3rd Gen AMD EPYC processors
processors w/ 3IPAR storage

FIGURE 2. HPE ProlLiant DL385 Genl0 Plus v2 versus prior top 2P &-node and 4-node results

| AMDZ


https://h20195.www2.hpe.com/V2/GetDocument.aspx?docname=a50003860enw
https://www.hpe.com/us/en/solutions/amd.html

NOPT®O/INO HPE-AMD DL3X5 NMPOAYKTOB

L cEssii s 1 B L cissimasas 1 B
DL325 DL345 DL365 DL385 ”
OcobeHHOCTH NOKOoNIeHUIA U nna'rd)opM
1U1pP 2U1P 1U 2P yillyly
* Tri-mode KOHTpONNEPDI ¢ NnoaaepKKkon NVMe n
SAS/SATA auckos
Genl10 Plus v2 Gen10 Plus Gen10 Plus Gen10 Plus v2

JocTtynHo ¢ 19

JocrtynHo ¢ 19

JoctynHo ¢ 19

JoctynHo ¢ 19

¢ DL325: pavHa meHblue 1m

* DL345 un DL365 nogaepxneatot 5 Rome-
npoLeccopos

HoBMHKa anpens anpens anpens anpens * [lpoueccopbl Ao 280BT
* [paduyeckune yckoputenn AMD (MI100 - DL385
Gen10 Plus v2)
* PCle 4-oro nokoseHuA
Genl10 Plus Genl10 Plus * [poueccopbl Ao 240BT

[ocTynHo cenyac

[ocTynHo cenyac

* Open Firmware n OCP ceTeBble aganTepbl
* Hosble NVMe aucku ¢ PCle 4-0ro noKkoneHus
e 3200 MIL, — CKOPOCTb ONEpPaTUBHOM NamMATH

GenlO

OrpaHuyeHHan
AOCTYNHOCTb

Genl0

OrpaHuyeHHan
AOCTYNHOCTb

* [lo 64 apep Ha npoueccop
* [lpoueccopsl go 200BT
* 2933 MIy, - CKOPOCTb ONEPaATUBHOM NAMATH

1] AMDZV

HPE+TREOLAN TECH-TALK I 11



CTOEYHDbIE CEPBEPbLI HPE C NTPOLUECCOPAMU AMD, 1OPOXHAA KAPTA

DL325 Gen10 D

DL325 Gen10 Plus e
DL325 Gend0 Plus v2
DL345 Gen10 Plus
DL365 Gen10 Plus
DL385 Gen10 D

DL385 Gen10 Plus e
DL385 Gen10 Plus v2

m JloctynHo = MnaH

: |AMDn HPE+TREOLAN TECH-TALK I 12



HPE PROLIANT CNMPOUECCOPAMMU MILAN

—
Compute Up to (1) AMD® EPYC® 7003 series processors, 64 cores, Up to (1) AMD® EPYC® 7003 series processors, 64 cores, Up to (2) AMD® Milan Processor family, up to 64 Cores, Up to (2) AMD® Milan Processor family, up to 64 Cores,
280W, PCle 4.0, up to three available slot(s) 280W, PCle 4.0, up to four available slot(s) 240W, PCle Gen 4.0, up fo three (3) available slot(s) 280W,, PCle Gen 4.0, up to eight (8) available slot(s)
Memory HPE Smart Memory (16) DDR4, up to 3200 MHz (4 TB  HPE Smart Memory (16) DDR4, up to 3200 MHz (4 TB  HPE Smart Memory (32) DDR4 8 channels per CPU, up HPE Smart Memory (32) DDR4 8 channels per CPU, up
max) max) to 3200MHz (1DPC) (8.0 TB* max) to 3200MHz (1DPC) (8.0 TB* max)
Persistent Memory No Support No Support No Support No Support
Standard HPE Smart Array SR100i, Software RAID (8 Standard HPE Smart Array SR100i, Software RAID (8 Standard HPE Smart Array SR100i* Software RAID  Standard HPE Smart Array SR100i* Software RAID (Only
drives + 2 NVMe) drives + 2 NVMe) (support post launch) for 2NVMe)
Storage Choice of HPE Smart Array Essential or Performance Choice of HPE Smart Array Essential or Performance Choice of HPE Smart Array Essential or Performance Choice of HPE Smart Array Essential or Performance
Controllers for performance or additional features, Tri-  Controllers for performance or additional features, Tri-  Controllers for performance or additional features. Tri-  Controllers for performance or additional features. Tri-
Mode Controllers for h/w RAID on NVMe drives. Mode Controllers for h/w RAID on NVMe drives. Mode Controllers* for h/w RAID on NVMe drives. Mode Controllers* for h/w RAID on NVMe drives.
Drives 4LFF/ 8 + 2 SFF HDD/SSD, 10 SFF NVMe Basic carriers 12 LFF + 2 SFF/ 24 SFF +2 SFF HQD/SSD, 24 SFF 10 SFF HDD/SSD, 10 NVMe (x4) PCle SSD 36 SFF / 16 LFF+2SFF max, HDD/SSD, 32 NVMe (x4)
NVMe + 2 SFF Basic carriers PCle SSD
Networking Choice of OCP + Standup Choice of OCP + Standup Choice of OCP + Standup Choice of OCP + Standup

Front Display Port Opt, Rear VGA & Optional Serial, 4 Front Display Port Opt, Rear VGA & Optional Serial, 4 Front Display Port Opt, Rear VGA & Optional Serial, 5 Front Display Port Opt, Rear VGA & Optional Serial, 5
VGA/Serial/USB/SD Ports USB 3.0, Front Management port and dedicated rear iLO USB 3.0, Front Management port and dedicated reariLO USB 3.0, + 1 USB 2.0 optional. Front Management port USB 3.0, + 2 USB 2.0 optional, Dual Micro-SD. Front

port port and dedicated rear iLO port Management port and dedicated rear iLO port
. . ingl D le- Wi Active/Passi t
GPU Support Up to 2 Single Wide only Up to 3 Single Wide (2) Single Wide (8) Single/ (3) Doub elo 5|d(e3&)< ctive/Passive up to
Management - Converged HPE OneView and HPE iLO Advanced HPE OneView and HPE iLO Advanced HPE OneView, HPE iLO Advanced and HPE InfoSight HPE OneView, HPE iLO Advanced and HPE InfoSight
Management - Support HPE Insight Online with enhanced mobile appl HPE Insight Online with enhanced mobile appl HPE Insight Online with enhanced mobile appl HPE Insight Online with enhanced mobile appl
Management - Embedded HPE iLO 5, SUM, RESTful Interface Tool, UEFI HPE iLO 5, SUM, RESTful Interface Tool, UEFI HPE iLO 5, SUM, RESTful Interface Tool, UEFI HPE iLO 5, SUM, RESTful Interface Tool, UEFI
Power & Cooling up to 96% eff. To 1600W up to 96% eff. To 27600W up to 96% eff. To 1600W up to 96% eff. To 1600W
Industry Compliance ASHRAE A3 & A4, lower idle power, Energy Star ASHRAE A3 & A4, lower idle power, Energy Star ASHRAE A3 & A4, lower idle power, Energy Star ASHRAE A3 & A4, lower idle power, Energy Star
Chassis Depth 1U, 25.34” 28" (SFF), 29.5” (LFF) 1U, 29.65” (SFF) 28" (SFF), 29.5” (LFF)
e LY . Standard Standard Standard Standard
Easy Install Rails
Warranty 3/3/3 3/3/3 3/3/3 3/3/3

: |AMDa HPE+TREOLAN TECH-TALK I 13



BE3SOMACHOCTb UH®PACTPYKTYPblI C HPE U AMD

Secure Memory Encryption (SME)

HPE Silicon Root of Trust Secure RAM encryption

Protects data from hacker attacks on the
main memory

Secure Encrypted Virtualization (SEV?)
Secure encrypted virtualization encrypts and isolates
Virtual Machines

AMD Secure Processor
Additional security through HPE iLO and AMD
Secure Processor (embedded in EPYC)

Firmware

Meltdown Variant 3, Rogue Data Cache

Foreshadow-NG (OS Kernal/SMM Attack)

Foreshadow-NG (VMM Attack)

Foreshadow- (SGX Attack)

Zombie Load

Spoiler

£ 2
3 9
25
50

and others..

SEV is supported for RedHat, SUSE and VMware vSphere 7 update 1 from Sep-15

1] AMDZV
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https://blogs.vmware.com/vsphere/2020/09/vsphere-7-update-1-amd-sev-es.html
https://www.hpe.com/us/en/pdfViewer.html?resource=/content/hpe/country/us/en/resources/solutions/solution-brief/a00049646ENW&parentPage=/us/en/solutions/infrastructure-security

KPATKOE ONMUCAHUE NMPOAYKTOB U NMAPTHEPCTBA HPE-AMD

EcTb BONpPOCHbI? - CBAMUTECL CO MHOW
MeHepxep no passutuio HPE-AMD 6u3Heca
B LLleHTpaNbHOI U BOCcTOuHOM EBpone

ol
e

] £
\ {/.

HPE n AMD - 17 net napTHépcrea

HPE ProLiant Cepsepbl c AMD EPYC npoueccopamum - 6onblue

nponisoaunTesibHOCTUN 3a MeéHblune AeHbrn:
- Inpgep B o6nactn 6e3onacHocTn UT-MHPPACTPYKTYPbI HA PbIHKE
- Jlyuwian npou3BoAUTENbHOCTb, NOATBEP}KAEHHAA MUPOBbIMU PEKOpAaMMU
- TexHoNOrMYeckoe NMAEPCTBO C 7-HM TexHonornen = MNoaaeprkka 6oabluero uncna
BUPTYaNibHbIX MaLLUH Ha CepBep = CHUXKeHMUe 3aTpaT Ha IULEeH3uun, 06CcayKnBaHme,
3HEpPruio U T.A4.

AMD EPYC - nngepcTtBo apXUTEKTYpbl U CU/IbHAA A0POXKHAA KapTa

MupoBbie pekopabl NPOM3BOAUTE/IBHOCTHU, 0becrneynBatome nyywne 6usHec-
pes3ynbTaThbl

LLInpoKoe n noctosHHO pactywee noptdponno HPE-AMD npoAyKTOB:

DL325 & DL385 Gen10 & Gen10 Plus, SimpliVity 325, dHCI, Apollo 2000 Gen10 Plus, Apollo
6500 Gen10 Plus, DX385 u T.4.

+HoBoe - nnar¢opmbl Ha 6a3e AMD EPYC 3-ero noKoaeHus:

Ob6Ho81EHHbIe: DL325 & DL385 Gen10 Plus v2

HosuHku: DL345 & DL365 Genl10 Plus

HPE and AMD home page: htips://www.hpe.com/us/en/solutions/amd.html

: | A M D ‘l HPE-AMD World Records: |_cadership workload optimized performance product availability matrix
AMD’s security m ges: https://www.amd.com/en/corporate/security-updates HPE+TREOLAN TECH-TALK I 15
HPE security m ges: https://www.hpe.com/uk/en/services/security-vulnerability.html



https://www.hpe.com/us/en/solutions/amd.html
https://www.hpe.com/us/en/pdfViewer.html?docId=a50000113&parentPage=/us/en/solutions/amd&resourceTitle=Leadership+workload+optimized+performance+product+availability+matrix
https://www.amd.com/en/corporate/security-updates
https://www.hpe.com/uk/en/services/security-vulnerability.html
mailto:alexander.troshin@hpe.com
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ENDNOTES (1)

EPYC-18: MAX BOOST FOR AMD EPYC PROCESSORS IS THE MAXIMUM FREQUENCY ACHIEVABLE BY ANY SINGLE CORE ON THE PROCESSOR UNDER NORMAL OPERATING CONDITIONS FOR SERVER SYSTEMS.

GD-83: USE OF THIRD PARTY MARKS / LOGOS/ PRODUCTS IS FOR INFORMATIONAL PURPOSES ONLY AND NO ENDORSEMENT OF OR BY AMD IS INTENDED OR IMPLIED. GD-177: AMD INFINITY GUARD SECURITY FEATURES ON EPYC™ PROCESSORS MUST BE ENABLED BY
SERVER OEMS AND/OR CLOUD SERVICE PROVIDERS TO OPERATE. CHECK WITH YOUR OEM OR PROVIDER TO CONFIRM SUPPORT OF THESE FEATURES. LEARN MORE ABOUT INFINITY GUARD AT HTTPS://WWW.AMD.COM/EN/TECHNOLOGIES/INFINITY-GUARD.

GD-177: AMD INFINITY GUARD SECURITY FEATURES ON EPYC™ PROCESSORS MUST BE ENABLED BY SERVER OEMS AND/OR CLOUD SERVICE PROVIDERS TO OPERATE. CHECK WITH YOUR OEM OR PROVIDER TO CONFIRM SUPPORT OF THESE FEATURES. LEARN MORE
ABOUT INFINITY GUARD AT HTTPS://WWW.AMD.COM/EN/TECHNOLOGIES/INFINITY-GUARD.

MLN-001: AMD EPYC™ 7003 SERIES PROCESSORS REQUIRE A BIOS UPDATE FROM YOUR SERVER OR MOTHERBOARD MANUFACTURER IF USED WITH A MOTHERBOARD DESIGNED FOR THE AMD EPYC™ 7002 SERIES PROCESSORS. A MOTHERBOARD DESIGNED AT MINIMUM
FOR EPYC 7002 PROCESSORS IS REQUIRED FOR EPYC 7003 SERIES PROCESSORS.

MLN-003: BASED ON AMD INTERNAL TESTING AS OF 02/1/2021, AVERAGE PERFORMANCE IMPROVEMENT AT ISO-FREQUENCY ON AN AMD EPYC™ 72F3 (8C/8T, 3.7GHZ) COMPARED TO AN AMD EPYC™ 7F32 (8C/8T, 3.7GHZ), PER-CORE, SINGLE THREAD, USING A SELECT
SET OF WORKLOADS INCLUDING ESTIMATED SPECRATE®2017_INT_BASE,SPECRATE®2017_FP_BASE, AND REPRESENTATIVE SERVER WORKLOADS.

MLN-004: LOGIN VSI™ PRO V4.1.40.1 COMPARISON BASED ON AMD INTERNAL TESTING AS OF 02/01/2021 MEASURING THE MAXIMUM “KNOWLEDGE WORKER” DESKTOP SESSIONS WITHIN VSI BASELINE +1000MS RESPONSE TIME USING VMWARE ESXI 7.0U1 AND
VMWARE HORIZON 8 ON A SERVER USING 2X AMD EPYC 7763 VERSUS A SERVER WITH 2X INTEL XEON GOLD 6258R FOR ~112% MORE MAX [~2.1X THE] PERFORMANCE. RESULTS MAY VARY.

MLN-006: HAMMERDB 4.0 OLTP COMPARISON BASED ON AMD INTERNAL TESTING ON ORACLE® 19C RDBMS AS OF 02/01/2021 ON A SERVER USING 2X AMD EPYC 75F3 VERSUS A SERVER USING 2X AMD EPYC 7542 FOR ~19% MORE [~1.2X THE] PERFORMANCE. TPROC-C:
OLTP WORKLOAD PROFILE IN HAMMERDB DERIVED, FROM THE TPC-C SPECIFICATION USING 2000 WAREHOUSES. RESULTS MAY VARY.

MLN-007: RESULTS AS OF 01/28/2021 USING SPECRATE®2017_INT_BASE. THE 2P AMD EPYC 7763 A MEASURED ESTIMATED SCORE OF 798, VERSUS THE CURRENT HIGHEST SCORE INTEL CASCADE LAKE REFRESH SERVER WITH A SCORE OF 397 USING 2P INTEL GOLD
6258R, HTTPS://SPEC.ORG/CPU2017/RESULTS/RES2020Q3/CPU2017-20200915-23981.PDF. OEM PUBLISHED SCORE(S) FOR EPYC MAY VARY. SPEC®, SPECRATE® AND SPEC CPU® ARE REGISTERED TRADEMARKS OF THE STANDARD PERFORMANCE EVALUATION
CORPORATION. SEE WWW.SPEC.ORG FOR MORE INFORMATION.

MLN-008: RESULTS AS OF 01/28/2021 USING SPECRATE®2017_FP_BASE. THE 2P AMD EPYC 7763 HAS AN A MEASURED ESTIMATED SCORE OF 614.7 VERSUS THE CURRENT HIGHEST SCORE INTEL CASCADE LAKE REFRESH SERVER WITH A SCORE OF 309 AND 2P INTEL
GOLD 6258R, HTTPS://SPEC.ORG/CPU2017/RESULTS/RES2020Q3/CPU2017-20200915-23979.PDF. OEM PUBLISHED SCORE(S) FOR EPYC MAY VARY. SPEC®, SPECRATE® AND SPEC CPU® ARE REGISTERED TRADEMARKS OF THE STANDARD PERFORMANCE EVALUATION
CORPORATION. SEE WWW.SPEC.ORG FOR MORE INFORMATION.

MLN-016: RESULTS AS OF 01/28/2021 USING SPECRATE®2017_INT_BASE. THE AMD EPYC 7763 ESTIMATED SCORE OF 798 IS HIGHER THAN THE CURRENT HIGHEST 2P SERVER WITH AN AMD EPYC 7H12 AND A SCORE OF 717,
HTTPS://SPEC.ORG/CPU2017/RESULTS/RES2020Q2/CPU2017-20200525-22554.PDF. OEM PUBLISHED SCORE(S) FOR EPYC MAY VARY.

MLN-017: RESULTS AS OF 01/28/2021 USING SPECRATE®2017_INT_BASE. THE AMD EPYC 75F3 A MEASURED ESTIMATED SCORE OF 546 HAS UP TO 237% HIGHER THAN A COMPARABLE 2P EPYC 7002 CPU POWERED SERVER, THE 7532 WITH A SCORE OF 444,
HTTPS://SPEC.ORG/CPU2017/RESULTS/RES2020Q3/CPU2017-20200622-23002.PDF . OEM PUBLISHED SCORE(S) FOR 3RD GEN EPYC MAY VARY. SPEC®, SPECRATE® AND SPEC CPU® ARE REGISTERED TRADEMARKS OF THE STANDARD PERFORMANCE EVALUATION
CORPORATION. SEE WWW.SPEC.ORG FOR MORE INFORMATION. "

MLN-018: RESULTS AS OF 02/20/2021 USING SPECRATE®2017_INT_BASE. THE AMD EPYC 7763 A MEASURED ESTIMATED SCORE OF 804 WHICH IS HIGHER THAN THE CURRENT HIGHEST 2P SERVER WITH AN AMD EPYC7H12 AND A SCORE OF 717,
HTTPS://SPEC.ORG/CPU2017/RESULTS/RES2020Q2/CPU2017-20200525-22554.PDF. OEM PUBLISHED SCORE(S) FOR EPYC MAY VARY. SPEC® SPECRATE® AND SPEC CPU® ARE REGISTERED TRADEMARKS OF THE STANDARD PERFORMANCE EVALUATION CORPORATION.
SEE WWW.SPEC.ORG FOR MORE INFORMATION.

MLN-040: RESULTS AS OF 02/20/2021 USING SPECRATE®2017_INT_BASE. THE 2P AMD EPYC 7763 HAS A MEASURED ESTIMATED SCORE OF 804, VERSUS THE CURRENT HIGHEST SCORE INTEL CASCADE LAKE REFRESH SERVER WITH A SCORE OF 397 USING 2P INTEL GOLD
6258R, HTTPS://SPEC.ORG/CPU2017/RESULTS/RES2020Q3/CPU2017-20200915-23981.PDF. OEM PUBLISHED SCORE(S) FOR EPYC MAY VARY. SPEC®, SPECRATE® AND SPEC CPU® ARE REGISTERED TRADEMARKS OF THE STANDARD PERFORMANCE EVALUATION
CORPORATION. SEE WWW.SPEC.ORG FOR MORE INFORMATION.
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MLN-041: RESULTS AS OF 02/20/2021 USING SPECRATE®2017_FP_BASE. THE 2P AMD EPYC 7763 HAS A MEASURED ESTIMATED SCORE OF 625 VERSUS THE CURRENT HIGHEST SCORE INTEL CASCADE LAKE REFRESH SERVER WITH A SCORE OF 309 WITH A 2P
INTEL GOLD 6258R BASED SERVER, HTTPS://SPEC.ORG/CPU2017/RESULTS/RES2020Q3/CPU2017-20200915-23979.PDF. OEM PUBLISHED SCORE(S) FOR EPYC MAY VARY. SPEC®, SPECRATE® AND SPEC CPU® ARE REGISTERED TRADEMARKS OF THE STANDARD
PERFORMANCE EVALUATION CORPORATION. SEE WWW.SPEC.ORG FOR MORE INFORMATION.

MLN-043: WRF VERSION 4.1.5 COMPARISON BASED ON AMD INTERNAL TESTING COMPLETED ON 2/17/2021 ON A REFERENCE PLATFORM WITH 2X EPYC™ 75F3 (32C) COMPARED TO AN INTEL SERVER ON A PRODUCTION SYSTEM WITH 2X INTEL® XEON® GOLD
6258R (28C) PROCESSORS. RESULTS MAY VARY.

MLN-044: SPECJBB®2015-MULTIJVM CRITICAL-JOPS COMPARISON BASED ON SUPERMICRO COMPLIANT RUN AND BEST SPEC.ORG PUBLISHED 2X INTEL XEON PLATINUM 8280 RESULT AS OF 02/22/2021. THE 2X AMD EPYC 7763 HAS A SCORE OF 295,335
SPECJBB®2015-MULTIJVM CRITICAL-JOPS (351,175 SPECJBB®2015-MULTIJVM MAX-JOPS) USING THE FOLLOWING CONFIGURATION: SUPERMICRO A+ AS-1124US-TNRP SERVER (MODEL H12DSU-IN), 2X AMD EPYC 7763, 16X 64 GB QUAD-RANK LR-DIMM DDR4-
3200 MEMORY, SUSE ENTERPRISE LINUX 15 SP2, OPENJDK 15.0.2. VERSUS THE HIGHEST PUBLISHED SPECJBB®2015-MULTIJVM CRITICAL-JOPS SCORE OF A 2X INTEL XEON PLATINUM 8280 SERVER OF 138,942 SPECJBB®2015-MULTIJVM CRITICAL-JOPS (165,958
SPECJBB®2015-MULTIJVM MAX-JOPS), HTTP://WWW.SPEC.ORG/JBB2015/RESULTS/RES2019Q2/JBB2015-20190314-00428.HTML FOR ~112% MORE [~2.12X THE] PERFORMANCE. SPEC® AND SPECJBB® ARE TRADEMARKS OF THE STANDARD PERFORMANCE
EVALUATION CORPORATION. SEE MORE AT WWW.SPEC.ORG.

MLN-046: STREAM TRIAD GB/S COMPARISON BASED ON AMD INTERNAL TESTING AS OF 02/01/2021 ON A SERVER WITH 2X AMD EPYC 7763 VERSUS THE 2X AMD EPYC 7742 PROCESSORS SCORE. RESULTS MAY VARY.

MLN-047: STREAM TRIAD GB/S COMPARISON BASED ON AMD INTERNAL TESTING AND A PUBLISHED COMPETITIVE INTEL RESULT AS OF 02/01/2021 CONFIGURATIONS: ON A SERVER WITH 2X AMD EPYC 75F3 (371.5 GB/S) VERSUS THE 2X INTEL XEON GOLD
6258R PROCESSORS SCORE AT (224 GB/S, HTTPS://NEWSROOM.INTEL.COM/NEWS/PRODUCT-FACT-SHEET-ACCELERATING-5G-NETWORK-INFRASTRUCTURE-CORE-EDGE) FOR ~667% MORE [~1.7X THE] PERFORMANCE. RESULTS MAY VARY.

MLN-048: ANSYS® CFX® 2021.1 COMPARISON BASED ON AMD INTERNAL TESTING AS OF 02/05/2021 MEASURING THE TIME TO RUN THE RELEASE 14.0 TEST CASE SIMULATIONS (CONVERTED TO JOBS/DAY - HIGHER IS BETTER) USING A SERVER WITH 2X AMD
EPYC 75F3 VERSUS 2X INTEL XEON GOLD 6258R. THE EXTERNAL FLOW OVER A LEMANS CAR TEST CASE INDIVIDUALLY WAS 1127 [2.1X THE] PER NODE OR 857 PER CORE PERFORMANCE. RESULTS MAY VARY.

MLN-049: ANSYS® LS-DYNA® VERSION 2021.1 COMPARISON BASED ON AMD INTERNAL TESTING AS OF 02/05/2021 MEASURING THE TIME TO RUN NEON, 3CARS, PPT-SHORT, ODB10M-SHORT, AND CAR2CAR TEST CASE SIMULATIONS (CONVERTED TO JOBS/DAY
- HIGHER IS BETTER) CONFIGURATIONS USING A SERVER WITH 2X AMD EPYC 75F3 (17555 TOTAL SECONDS) VERSUS A SERVER WITH 2X INTEL XEON GOLD 6258R. (28774 TOTAL SECONDS) FOR ~81.0% MORE [~1.8X THE] PER NODE OR ~59% [~1.6X THE] PER
CORE AVERAGE PERFORMANCE. THE 3CARS TEST CASE GAIN INDIVIDUALLY WAS 1267 [~2.26X THE] PER NODE OR ~987% PER CORE JOBS/DAY PERFORMANCE. RESULTS MAY VARY.

MLN-050: ESI VIRTUAL PERFORMANCE SOLUTION (VPS BETTER KNOWN AS PAM-CRASH®) VERSION 2020.0 COMPARISON BASED ON AMD INTERNAL TESTING AS OF 02/05/2021 MEASURING THE NEON TEST CASE SIMULATION (CONVERTED TO JOBS/DAY -
HIGHER IS BETTER) USING A SERVER WITH 2X AMD EPYC 75F3 VERSUS A SERVER WITH 2X INTEL XEON GOLD 6258R FOR ~437% MORE [~1.4X THE] PER NODE OR ~257% PER CORE JOBS/DAY PERFORMANCE. RESULTS MAY VARY.

MLN-053: STAR-CCM+ 2020.3 COMPARISON BASED ON AMD INTERNAL TESTING AS OF 02/05/2021 MEASURING THE AVERAGE SECONDS TO COMPLETE 11 TEST CASES AND CONVERTED TO JOBS/DAY (HIGHER IS BETTER) USING A SERVER WITH 2X AMD EPYC
75F3 VERSUS A SERVER WITH 2X INTEL XEON GOLD 6258R. THE KCS MARINE HULL WITH NO RUDDER IN FINE WAVES TEST CASE INDIVIDUALLY WAS ~79% MORE [~1.7X THE] PER NODE OR ~57% BETTER PER CORE PERFORMANCE. RESULTS MAY VARY.

MLN-055: AMD EPYC 7003 CPUS WITH PCIE4 LANES HAVE 2X THE I/O THROUGHPUT CAPACITY PER LANE THAN ANY INTEL XEON SCALABLE CPU WHICH USE PCIE3. PCIE4 PROVIDES 16GB/S OF LINK BANDWIDTH VERSUS PCIE3 WITH 8GB/S,
HTTPS://PCISIG.COM/PCI-EXPRESS-DELIVERING-NEEDED-BANDWIDTH-OPEN-COMPUTE-PROJECT.

MLN-056: EACH AMD EPYC 7003 PROCESSOR HAS 8 MEMORY CHANNELS. EACH INTEL XEON SCALABLE PROCESSOR HAS 6 MEMORY CHANNELS. 8 -6=2 + 6 =0.33 AMD EPYCHAS 337 MORE MEMORY BANDWIDTH. CLASS BASED ON INDUSTRY-STANDARD PIN-
BASED (LGA) X86 PROCESSORS.

MLN-057: A 2P AMD EPYC 72F3 8 CORE CPU POWERED SERVER HAS A MEASURED ESTIMATED SPECRATE®2017_INT_BASE SCORE OF 176 WITH A PER CORE SCORE OF 11.00. THE POSTED SCORE ON SPEC.ORG AS OF 02/20/2021 YIELDING THE HIGHEST PER CORE

PERFORMANCE IS A SERVER WITH TWO INTEL GOLD 62508 CORE CPUS WITH A PER CORE SCORE OF 9.875, FROM A PUBLISHED SCORE OF 158, HTTPS://SPEC.ORG/CPU2017/RESULTS/RES2020Q3/CPU2017-20200915-23977.PDF. SCORES ARE AS OF 02/20/2021.
SPEC®, SPECRATE® AND SPEC CPU® ARE REGISTERED TRADEMARKS OF THE STANDARD PERFORMANCE EVALUATION CORPORATION. SEE WWW.SPEC.ORG FOR MORE INFORMATION.
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MLN-058: A 2P AMD EPYC 72F3 8 CORE CPU POWERED SERVER HAS A MEASURED ESTIMATED SPECRATE®2017_INT_BASE SCORE OF 220 YIELDING A PER CORE SCORE OF 13.75. THE POSTED SCORE ON SPEC.ORG AS OF 02/20/2021 YIELDING THE HIGHEST PER
CORE PERFORMANCE IS A SERVER WITH ONE AMD EPYC 7F32 8 CORE CPU WITH A PER CORE SCORE OF 12.875, FROM A PUBLISHED SCORE OF 103, HTTPS://SPEC.ORG/CPU2017/RESULTS/RES2020Q2/CPU2017-20200316-21228.PDF. SPEC®, SPECRATE® AND SPEC
CPU® ARE REGISTERED TRADEMARKS OF THE STANDARD PERFORMANCE EVALUATION CORPORATION. SEE WWW.SPEC.ORG FOR MORE INFORMATION.

MLN-059: EPYC 7313 AND 7343 CPU POWERED 2P SERVERS HAVE MEASURED ESTIMATED SPECRATE®2017_INT_BASE SCORES OF 287 AND 295 RESPECTIVELY (287+295=582, 582/2=291), IS UP TO 25% HIGHER THAN THAN HIGHEST POSTED SCORE 2P EPYC 7282
AND 7302 POWERED SERVERS WITH SPECRATE®2017_INT_BASE SCORES OF 215 AND 246 RESPECTIVELY (215+246= 461, 461/2=230.5).291/230.5= 1.26. 16 CORE EPYC 7003 CPUS HAVE 1267 THE PERF OR 267 MORE PERFORMANCE OF 16C 7002 CPUS. OEM
PUBLISHED SCORE(S) FOR 3RD GEN EPYC MAY VARY. SPEC® SPECRATE® AND SPEC CPU® ARE REGISTERED TRADEMARKS OF THE STANDARD PERFORMANCE EVALUATION CORPORATION. SEE WWW.SPEC.ORG FOR MORE INFORMATION.

MLN-060: EPYC 7643 AND 7763 CPU POWERED 2P SERVERS HAVE MEASURED ESTIMATED SPECRATE®2017_FP_BASE SCORES OF 510 AND 614.7 RESPECTIVELY (AVERAGE SCORE 562.35), IS UP TO 15% HIGHER THAN THAN 2P EPYC 7552 AND 7662 POWERED
SERVERS WITH SPECRATE®2017_FP_BASE SCORES OF 435 AND 546 RESPECTIVELY (AVERAGE SCORE 490.5). OEM PUBLISHED SCORE(S) FOR 3RD GEN EPYC MAY VARY. SPEC®, SPECRATE® AND SPEC CPU® ARE REGISTERED TRADEMARKS OF THE STANDARD
PERFORMANCE EVALUATION CORPORATION. SEE WWW.SPEC.ORG FOR MORE INFORMATION.

MLN-061: AS OF FEB. 20,2021, THE INTEL LOG TRENDLINE FROM TOP SPECRATE®2017_INT_BASE PUBLISHED SCORES TO DATE FOR 2P INTEL BASED XEON SP (LGA SOCKETED) SERVERS FOR EACH OF 2017,2018, 2019, 2020, AND 2021. THE AMD LOG
TRENDLINE FROM TOP SPECRATE®2017_INT_BASE PUBLISHED SCORE TO DATE, FOR 2P INTEL BASED AMD EPYC SERVERS FOR EACH OF 2017, 2018,2019, AND 2020, AND FOR 2021 THE MEASURED ESTIMATE SCORE FOR THE EPYC 7763 FOR
SPECRATE®2017_INT_BASE.THE LINES BELOW ARE ORGANIZED AS: YEAR, CPU MODEL, SPEC SCORE, URL.2017, INTEL 8180, 302, HTTPS://SPEC.ORG/CPU2017/RESULTS/RES2017Q4/CPU2017-20170928-00070.PDF2018, INTEL 8180, 304,
HTTPS://SPEC.ORG/CPU2017/RESULTS/RES2018Q3/CPU2017-20180709-07701.PDF2019, INTEL 8280L, 364, SHOULD BE 8280L HTTPS://SPEC.ORG/CPU2017/RESULTS/RES2019Q2/CPU2017-20190429-12779.PDF2020, INTEL 6258R, 397,
HTTPS://SPEC.ORG/CPU2017/RESULTS/RES2020Q3/CPU2017-20200915-23981.PDF2021, INTEL 6258R, 397, HTTPS://SPEC.ORG/CPU2017/RESULTS/RES2020Q3/CPU2017-20200915-23981.PDF.2017, AMD EPYC 7601, 275,
HTTPS://SPEC.ORG/CPU2017/RESULTS/RES2017Q4/CPU2017-20171211-01594.PDF2018, EPYC 7601, 282, HTTPS://SPEC.ORG/CPU2017 /RESULTS/RES2018Q3/CPU2017-20180827-08666.PDF2019, EPYC 7742,701,
HTTPS://SPEC.ORG/CPU2017/RESULTS/RES2019Q4/CPU2017-20191125-20001.PDF2020, EPYC 7H12, 717, HTTPS://SPEC.ORG/CPU2017/RESULTS/RES2020Q2/CPU2017-20200525-22554.PDF2021, EPYC 7763, 802 MEASURED ESTIMATE, NO LINK
AVAILABLE.OEM PUBLISHED SCORE(S) FOR 3RD GEN EPYC MAY VARY. SPEC® SPECRATE® AND SPEC CPU® ARE REGISTERED TRADEMARKS OF THE STANDARD PERFORMANCE EVALUATION CORPORATION. SEE WWW.SPEC.ORG FOR MORE INFORMATION.

MLNTCO-001 THE BARE METAL TCO (TOTAL COST OF OWNERSHIP) ESTIMATOR SOLUTION COMPARES THE SELECTED AMD EPYC™ AND INTEL® XEON® CPU BASED SERVER SOLUTIONS REQUIRED TO DELIVER A TOTAL_PERFORMANCE OF 25000 UNIT OF INTEGER
PERFORMANCE BASED ON PUBLISHED THE SPECRATE®2017_INT_BASE SCORES FOR INTEL AND AMD MEASURED ESTIMATED SCORES FOR AMD EPYC 7003. THIS ANALYSIS IS BASED ON TOOL VERSION: 02/20/2021 V0.9982. THIS ESTIMATION REFLECTS A 4
YEAR TIME FRAME. THIS ANALYSIS COMPARES A 2 CPU AMD EPYCEPYC_7763 POWERED SERVER WITH A MEASURED ESTIMATED SPECRATE®2017_INT_BASE SCORE OF 802; COMPARED TO A 2 CPU INTEL XEON GOLD_6258R BASED SERVERWITH A
SPECRATE®2017_INT_BASE SCORE OF 397, HTTPS://SPEC.ORG/CPU2017/RESULTS/RES2020Q3/CPU2017-20200915-23981.PDF. BOTH AMD EPYC AND INTEL BASED SERVERS USE THE SAME ESTIMATED COST FOR THE FOLLOWING ELEMENTS OF THE ANALYSIS:
SERVER CHASSIS SIZE OF 2RU AT A COST OF $2500 PER CHASSIS; INTERNAL STORAGE $380; PHYSICAL SERVERS MANAGED PER ADMIN: 30; FULLY BURDENED COST PER ADMIN $110500; SERVER RACK SIZE OF 42; SPACE ALLOWANCE PER RACK OF 27 SQ FEET;
MONTHLY COST OF DATA CENTER SPACE $20 PER SQ FOOT; COST PER KW FOR POWER $0.12; POWER DROP PER RACK OF 12KW; AND A PUE (POWER USAGE EFFECTIVENESS OF 2).THE EPYC POWERED SOLUTION ESTIMATES ARE: 32 2P EPYC 7763 POWERED
TOTAL SERVERS AT A HARDWARE ONLY ACQUISITION COST OF $19232 PER SERVER, WHICH INCLUDES TOTAL SYSTEM MEMORY OF 768GB, WHICH IS 6GB OF MEMORY / CORE AND A TOTAL SYSTEM MEMORY COST OF $3072; INTERNAL STORAGE COST OF $380.
THE TOTAL AMD EPYC HARDWARE ACQUISITION COST FOR THIS SOLUTION IS $615424. EACH SERVER DRAWS ~611KWHR PER MONTH. FOR THE 4 YEARS OF THIS EPYC POWERED SOLUTION ANALYSIS THE: TOTAL SOLUTION POWER COST IS ~$225240 WHICH
INCLUDES THE PUE FACTOR; THE TOTAL ADMIN COST IS ~$471468, AND THE TOTAL REAL ESTATE COST IS ~$77760. THE TOTAL 4 YEAR TCO ESTIMATE FOR THE AMD SOLUTION IS $1389892.THE INTEL BASED SOLUTION ESTIMATES ARE: 63 2P XEON GOLD
6258R BASED TOTAL SERVERS AT A HARDWARE ONLY ACQUISITION COST OF $12316 PER SERVER, WHICH INCLUDES TOTAL SYSTEM MEMORY OF 384GB, WHICH IS 6.9GB OF MEMORY / CORE AND A TOTAL SYSTEM MEMORY COST OF $1536; INTERNAL STORAGE
COST OF $380. THE TOTAL INTEL HARDWARE ACQUISITION COST FOR THIS SOLUTION IS $775908. EACH SERVER DRAWS ~476KWHR PER MONTH. FOR THE 4 YEARS OF THIS INTEL BASED SOLUTION ANALYSIS THE: TOTAL SOLUTION POWER COST IS $345460
WHICH INCLUDES THE PUE FACTOR; THE TOTAL ADMIN COST IS ~$928200, AND THE TOTAL REAL ESTATE COST IS ~$103680. THE TOTAL 4 YEAR TCO ESTIMATE FOR THE INTEL SOLUTION IS $2153248.DELIVERING 25000 OF ESTIMATED
SPECRATE®2017_INT_BASE PERFORMANCE, PRODUCES THE FOLLOWING ESTIMATED RESULTS: THE AMD EPYC SOLUTION REQUIRES 497 FEWER SERVERS [1-(AMD SERVER COUNT / INTEL SERVER COUNT)]; 25% LESS SPACE [1-(AMD RACK COUNT / INTEL RACK
COUNT)J; 35% LESS POWER [1-(AMD POWER COST / INTEL POWER COST)]; PROVIDING A 35% LOWER 4 YEAR TCO [1-(AMD TCO / INTEL TCO)1.AMD PROCESSOR PRICING BASED ON 1KU PRICE AS OF FEBRUARY 2021. INTEL® XEON® SCALABLE PROCESSOR DATA
AND PRICING FROM HTTPS://ARK.INTEL.COM AS OF SEPTEMBER 2020. ALL PRICING IS IN USD. RESULTS SHOWN HERE ARE ESTIMATES AND ACTUAL RESULTS MAY VARY. PRODUCT AND COMPANY NAMES ARE FOR INFORMATIONAL PURPOSES ONLY AND MAY
BE TRADEMARKS OF THEIR RESPECTIVE OWNERS. SPECRATE® SCORES AS OF 02/20/2021. AMD EPYC PERFORMANCE NUMBERS BASED ON AMD INTERNAL ESTIMATES AND ARE SUBJECT TO CHANGE BASED ON ACTUAL RESULTS. SPEC®, SPECRATE® AND SPEC
CPU® ARE REGISTERED TRADEMARKS OF THE STANDARD PERFORMANCE EVALUATION CORPORATION. SEE WWW.SPEC.ORG FOR MORE INFORMATION. AMD EPYC PERFORMANCE NUMBERS BASED ON AMD MEASURED INTERNAL ESTIMATES AND ARE SUBJECT
TO CHANGE BASED ON ACTUAL RESULTS.RESULTS GENERATED BY THE AMD EPYC™ BARE METAL SERVER TCO ESTIMATION TOOL, VERSION: 02/20/2021 V0.9982.
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ENDNOTES (4)

THE INFORMATION CONTAINED HEREIN IS FOR INFORMATIONAL PURPOSES ONLY, AND IS SUBJECT TO CHANGE WITHOUT NOTICE. WHILE EVERY
PRECAUTION HAS BEEN TAKEN IN THE PREPARATION OF THIS DOCUMENT, IT MAY CONTAIN TECHNICAL INACCURACIES, OMISSIONS AND
TYPOGRAPHICAL ERRORS, AND AMD IS UNDER NO OBLIGATION TO UPDATE OR OTHERWISE CORRECT THIS INFORMATION. ADVANCED MICRO
DEVICES, INC. MAKES NO REPRESENTATIONS OR WARRANTIES WITH RESPECT TO THE ACCURACY OR COMPLETENESS OF THE CONTENTS OF THIS
DOCUMENT, AND ASSUMES NO LIABILITY OF ANY KIND, INCLUDING THE IMPLIED WARRANTIES OF NONINFRINGEMENT, MERCHANTABILITY OR
FITNESS FOR PARTICULAR PURPOSES, WITH RESPECT TO THE OPERATION OR USE OF AMD HARDWARE, SOFTWARE OR OTHER PRODUCTS
DESCRIBED HEREIN. NO LICENSE, INCLUDING IMPLIED OR ARISING BY ESTOPPEL, TO ANY INTELLECTUAL PROPERTY RIGHTS IS GRANTED BY THIS
DOCUMENT. TERMS AND LIMITATIONS APPLICABLE TO THE PURCHASE OR USE OF AMD’S PRODUCTS ARE AS SET FORTH IN A SIGNED AGREEMENT
BETWEEN THE PARTIES OR IN AMD'S STANDARD TERMS AND CONDITIONS OF SALE.

TIMELINES, ROADMAPS, AND/OR PRODUCT RELEASE DATES SHOWN IN THESE SLIDES ARE PLANS ONLY AND SUBJECT TO CHANGE. “ROME”,
“MILAN”, “ZEN”, “ZEN2”, AND “ZEN3” ARE CODENAMES FOR AMD ARCHITECTURES, AND ARE NOT PRODUCT NAMES.

©2021 ADVANCED MICRO DEVICES, INC. ALL RIGHTS RESERVED. AMD, THE AMD ARROW LOGO, EPYC, INFINITY FABRIC, AND COMBINATIONS
THEREOF ARE TRADEMARKS OF ADVANCED MICRO DEVICES, INC. OTHER PRODUCT NAMES USED IN THIS PUBLICATION ARE FOR IDENTIFICATION
PURPOSES ONLY AND MAY BE TRADEMARKS OF THEIR RESPECTIVE COMPANIES. SPEC®, SPECJBB® AND SPECRATE® ARE REGISTERED TRADEMARKS
OF STANDARD PERFORMANCE EVALUATION CORPORATION. LEARN MORE AT SPEC.ORG.
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NEW HPE PROLIANT DL385 GEN10 PLUS V21IS THE BEST
AMD-BASED SERVER FOR VIRTUALIZATION!

Key takeaways:
* #1 AMD result
* #1 4-node result
* 39.45% more performance and 28.57% more tiles compared
to 2P 4-node results with previous generation processors
* 12.53% more performance and 20% more tiles than previous
4-node record
* With only half the total CPUs, defeats Fujitsu PRIMERGY by
1.63% higher performance score

| AMDZ

HPE ProLiant DL385 Gen10 Plus v2 earns higher performance
score with half the processors on VMmark 3

8 CPUs

1.63% higher

16 CPUs performance

<308 )

@ 35 tiles

Fujitsu Server PRIMEQUEST 3800E2 HPE ProLiant DL385 Genl0 Plus v2
8P 2-node, 16 total Intel Xeon processors 2P 4-node, 8 total AMD EPYC processors
w/ 3PAR storage

FIGURE 1 HPE ProLiant DL385 GenlO Plus v2 8P and competitor 16P results on the WVMmark 311 benchmark

HPE ProLiant DL385 Gen10 Plus v2 defeats
prior 2P 4-node and 4-node records

24.08 29.84
@ 28 tiles @ 30 tiles

Dell PowerEdge R&525
2P &4-node 4P L-node 2P 4-node
2nd Gen AMD EPYC processors 2nd Generation Intel Xeon 3rd Gen AMD EPYC processors
processors w/ 3IPAR storage

FIGURE 2. HPE ProlLiant DL385 Genl0 Plus v2 versus prior top 2P &-node and 4-node results

Fujitsu PRIMEQUEST 3800E HPE ProLiant DL385 Gen10 Plus v2


https://h20195.www2.hpe.com/V2/GetDocument.aspx?docname=a50003860enw
https://www.hpe.com/us/en/solutions/amd.html

HPE PROLIANT SERVERS WITH AMD EPYC - EXCELLENT CHOICE

Key takeaways

HPE ProLiant AMD EPYC™ Gen10 Plus Servers offer
an excellent combination of energy efficiency proof
points and leadership design across form factors

* HPE ProLiant AMD EPYC rack servers with the latest
AMD EPYC processors offer the right form factor for
the right workload with increased sustainability
compared fo previous generation processors

| AMDA1

1U/1P: HPE ProLiant DL325 Genl10 Plus v2

Low-cost performance solution for low VDI

2U/1P: HPE ProLiant DL345 Genl10 Plus

Storage-optimized solution for database workloads

2U/2P: HPE ProLiant DL385 Genl0 Plus v2

Accelerator-optimized solution for big data analytics

1U/2P: HPE ProLiant DL345 Genl0 Plus
Rack-optimized dense solution for mid to high VDI

5. USE CasSes and torm factors


https://h20195.www2.hpe.com/V2/GetDocument.aspx?docname=a50003859enw
https://www.hpe.com/us/en/solutions/amd.html

HPE PROLIANT AMD EPYC™ GEN10 PLUS 1P AND 2P SERVERS ACHIEVE
FIVE WORLD RECORDS ON JAVA WORKLOAD

Key takeaways

HPE ProLiant DL345 Gen10 Plus
e #1 1P on 3 SPECjbb2015 metrics
- MultiJVM max-jOPS
— MultiJVM critical-jOPS
— Distributed max-jOPS

HPE ProLiant DL385 Gen10 Plus v2
e #1 2P on 2 SPECjbb2015 metrics:
- MultiJVM max-jOPS
— Distributed max-jOPS
HPE ProLiant DL345 Genl10 Plus and DL385 Genl10
Plus achieved 16.8% and 17.1% gains respectively
compared to closest 1P and 2P competitors

| AMDZ

1P: 16.8% gain
2U/1P: HPE ProLiant DL345 Gen10 Plus

Storage-optimized solution for database workloads

345 GenlD Plus and HPE ProLiant DL38

HPE ProlLiant DL345 Genl0 Plus
defeats competitor by 16.8%

153,918
131,730

Lenovo HPE ProLiant
ThinkSystem SR&655 DL345 Genl0 Plus
1 AMD 7H12 1 AMD EPYC 7763

PAultid i

2P: 17.1% gain

2U/2P: HPE ProLiant DL385 Genl0 Plus v2
Accelerator-optimized solution for big data analytics

5 Genl0 Plus v2 gains versus closest competitors

HPE ProLiant DL385 Genl0 Plus v2
defeats competitor by 17.1%

£07,053
347,351

Lenovo HPE Proliant DL385
R ThinkSystem SR&45 GenlD Plus v2
) 2 AMD 7H12 2 AMD EPYC 7763

FIGURE 2 HFE AMD EPYC and competitor results comparison for 1P and 2P on the SPECjbb2015 benchmark



https://h20195.www2.hpe.com/V2/GetDocument.aspx?docname=a50003884enw
https://www.hpe.com/us/en/solutions/amd.html

NEW HPE PROLIANT AMD SERVERS GAIN 7 WORLD PERFORMANCE
RECORDS FOR DECISION SUPPORT DATABASE WORKLOADS

Better performance and less cost with 2P
Key ta keaways: _ than 4P camper;rnrs @r,. 10000GB scale
DL385 Genio Plus vz: ZUHP:G'::igrPuI:r:;DLBBE A 1,883,497 o :

e #1 overall world record performance e PO k20550
e #1 overall world record price/performance o
e 15" 2P result for TPC-H @10000GB scale factor £ .

. BeST 2P Performance - HPE ProlLiant Cisco UCS C480 Dell EMC

e 2P DL385 Genl10 Plus v2 beats the 4P Cisco UCS C480 M5 Server b g ™ g

e 14% more performance than 4P Cisco and 16.42% less cost than previous best, the ' mQphH = $/QphH

4P Dell EMC PowerEdge R940xa, on TPC-H @10000GB scale factor

DL345 Gen10 Plus:
*  #1 overall performance _ i
* Best 1P performance 2U/1P: HPE ProLiant DL345 o 1,346,932 50.48
e #3 overall price/performance Geni0Plus 200,000 1,057,103

* 8.2% better performance than previous best on TPC-H @3000GB scale factor
* 27.4% more performance and 16.7% less cost in comparison to 2"4 Gen AMD EPYC
Processors

FIGURE 2

HPE ProLiant DL345  HPE ProLiant DL325
Genl0 Plus Genl0 Plus
3rd Gen AMD EPYC 2nd Gen AMD EPYC

EQphH =5S/QphH
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HPE APOLLO 2000 GEN10 PLUS SYSTEM WITH HPE PROLIANT XL225N GEN10

PLUS SERVERS ACHIEVES 18 WORLD RECORDS IN ENERGY EFFICIENCY

Key Takeaways
* #1 overall 2-node, 3-node, and 4-node results
* #1 2P 2-node, 3-node, and 4-node results
* #1 Linux 2-node, 3-node, and 4-node results
* #1 Linux 2P 2-node, 3-node, and 4-node results
* #1 Windows 2-node, 3-node, and 4-node results
* #1 Windows 2P 2-node, 3-node, and 4-node results
* The first multi-node system that beat the 17000 overall
ssj/ops/watt barrier

| AMDZ

#1 overall

#1 Linux

#1 Windows

Up to 34%
higher
enecqgy
efficiency

|, Linux, a

Processors [ nodes HPE ProLiant XL225n Gen10 Plus

overall ssj_ops/watt

16,320

e 17,336

17,696

16,320

e 17,336

17,696
15,574

! 16,205

17,530°

Top 4-node result vs.
next-highest competitors

12,337

HPE ProLiant Lenovo ASUSTeK RS70Q-
¥L225n GenlD  ThinkSystem E9-RS8
Plus SD530
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HPE PLATFORMS BACK UP SLIDES
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HPE PROLIANT DL325 GEN10 PLUS V2 WITH MILAN

Primary workload: VDI (low)

rovreost per armance selition Featwe  spew

1U, 1P Processors AMD® Milan processors up to 280W
HPE ProLiant DL325 Drive carrier Basic carrier
BrUShfI re Front drive count 4 LFF SAS/SATA

8 +2 SFF SAS/SATA

- 8 +2 SFF NVMe x4 PCle Gen (U.3 or U.2)

= l ' T oo : ! = Rear drive count No rear drive

VDI (I ) Boot options M.2 SATA SSD support using enablement kit Cuses a PCle slot)
ow NS204i-p boot controller (Tinker) (uses a PCle slot)
COST opTimized 32GB microSD RAID 1 USB boot drive
ShorTer depTh chassis (< 25 5!!) GPU support 2 single wide (under consideration)
1/0 Up to 3 x16 PCle Gen4
x8 PCle Gen4 OCP3 slot (Expandable to x16 using cable)
x8 AROC
Storage controller Support for SAS/SATA conftrollers and tri-mode controllers
Chassis depth 25.34"
Targeted workloads VDI
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HPE PROLIANT DL325 GEN TO GEN COMPARISONS

|

Compute Up to (1) AMD® EPYC™ 7002 series processors, 64 cores, 200W, PCle 3.0, Up to (1) AMD EPYC 7002 series processors, 64 cores, 225W, PCle 4.0, Up to (1) AMD EPYC 7003 series processors, 64 cores, 280W, PCle 4.0,
up to three available slot(s) up to three available slot(s) up to three available slot(s)

Memory HPE Smart Memory (16) DDR4, up to 2933 MHz (2 TB max) HPE Smart Memory (16) DDR4, up to 3200 MHz (4 TB max) HPE Smart Memory (16) DDR4, up to 3200 MHz (4 TB max)

Persistent memory No support No support No support
Standard HPE Smart Array S100i, Software RAID Standard HPE Smart Array SR100i*, Software RAID (8 drives + 2 NVMe) Standard HPE Smart Array SR100i, Software RAID (8 drives + 2 NVMe)

Storage Choice of HPE Smart Array Essential or Performance Controllers for Choice of HPE Smart Array Essential or Performance Controllers for Choice of HPE Smart Array Essential or Performance Controllers for performance
performance or additional features performance or additional features. or additional features, Tri-Mode Controllers for h/w RAID on NVMe drives.

Drives 4 LFF/8 + 2 SFF SAS/SATA, 10 SFF NVMe Up to 12LFF/24SFF/24 NVMe Smart Carrier 4 LFF/ 8 + 2 SFF SAS/SATA, 10 SFF NVMe Basic carriers

Networking L4x1GbE embedded + choice of FlexibleLOM + standup L4x1GbE embedded + choice of OCP + standup Choice of OCP + standup

VGA/serial/USB/SD ports

Front display port opt, rear VGA and optional serial, 4 USB 3.0, dual Micro-SD.

Front management port and dedicated rear iLO port

Front display port opt, rear VGA and optional serial, 4 USB 3.0
Front management port and dedicated rear iLO port

Front display port opt, rear VGA and optional serial, 4 USB 3.0
Front management port and dedicated rear iLO port

GPU support

Up to 1 single wide

Up to 2 single wide

Up to 2 single wide

Management—converged

HPE OneView and HPE iLO Advanced

HPE OneView. HPE iLO Advanced, and HPE InfoSight

HPE OneView. HPE iLO Advanced, and HPE InfoSight

Management—support

HPE Insight Online with enhanced mobile appl

HPE Insight Online with enhanced mobile appl

HPE Insight Online with enhanced mobile appl

M haddad

ment—em|

9

HPE iLO 5, SUM, RESTful Interface Tool, UEFI

HPE iLO 5, SUM, RESTful Interface Tool, UEFI

HPE iLO 5, SUM, RESTful Interface Tool, UEFI

Power and cooling

Up to 96% eff. to 1600W

Up to 96% eff. to 1600W

Up to 96% eff. to 1600W

Industry compliance ASHRAE A3 and A4, lower idle power, Energy Star ASHRAE A3 and A4, lower idle power, Energy Star ASHRAE A3 and A4, lower idle power, Energy Star
Chassis depth 1U, 242" 1U, 31.8” (Up to 8LFF/20 SFF) or 39.3”(12LFF/24SFF) 1U, 25.34”

Serviceability easy install rails Standard Standard Standard

Warranty 3/3/3 3/3/3 3/3/3

1 AMDZV
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HPE PROLIANT DL345 GEN10 PLUS WITH MILAN

Primary workload: database

Singlersoclis scale e soluflon Featwe  spes

2U, 1P Processors AMD® Milan processors up to 280W; select Rome CPUs (5)
HPE ProLiant DL345 Genl10 PIUS Drive carrier Basic carrier
Crossroads Front drive count 12 LFF HDD/SSD; SAS/SATA

24 SFF HDD/SSD; SAS/SATA
24 SFF NVMe x4 PCle Gen4 (U.3 or U.2)
24 SFF NVMe x1 PCle Gen4 (U.3)

Rear drive count 2 SFF SAS/SATA/x4 NVMe (only U.3)

Boot options M.2 SATA SSD support using enablement kit (Uses a PCle slot)
Shared boa rd from DL325 Genlo PIUS NS204i-p boot controller (Tinker) (Uses a PCle slot)
Leveraged chassis DL385 Gen10 Plus 32GB microSD RAID 1 USB Boot Drive

GPU support Up to 3 single wide (active/passive)

1/0 Up to 4 PCle Gen4 slots

2 x16 PCle Gen4 on Primary; x16 PCle Gen4 or 2 x8 PCle Gen4 on Secondary
x8 PCle Gen4 OCP3 slot (Expandable to x16 using cable)

X8 AROC
NVMe support Total 24 x4 PCle Gen4 (U.3 or U.2)

Up to 16 NVMe drives off motherboard (Uses the AROC slot)
Storage controller Support for SAS/SATA controllers and tri-mode controllers
Chassis depth 28" (SFF), 29.5” (LFF)
Targeted workloads Database; SDS
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HPE PROLIANT DL345 GEN10 PLUS WITH MILAN

|

Gen10 Plus Milan

Compute Up to (1) AMD® EPYC™ 7003 series processors, 64 cores, 280W, PCle 4.0, up to four available slots

Memory HPE Smart Memory (16) DDR4, up to 3200 MHz (4 TB max)

Persistent memory No Support

Storage STar!dard HPE Smart Array SRlooi, Software RAID (8 drives + 2 NVMe) N . .
Choice of HPE Smart Array Essential or Performance Controllers for performance or additional features, Tri-Mode Controllers for h/w RAID on NVMe drives.

Drives 12 LFF + 2 SFF/ 24 SFF + 2 SFF SAS/SATA, 24 SFF NVMe + 2 SFF Basic carriers

Networking Choice of OCP + Standup

VGA/serial/USB/SD ports Front Display Port Opt, Rear VGA and Optional Serial, 4 USB 3.0, Front Management port and dedicated rear iLO port

GPU support Up to 3 Single Wide

Management—converged HPE OneView, HPE iLO Advanced, and HPE InfoSight

Management—support HPE Insight Online with enhanced mobile appl

Management—embedded HPE iLO 5, SUM, RESTful Interface Tool, UEFI

Power and cooling up to 96% eff. To 27600W

Industry compliance ASHRAE A3 and A4, lower idle power, Energy Star

Chassis depth 28" (SFF), 29.5” (LFF)

Serviceability easy install rails Standard

L ELELY 3/3/3
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HPE PROLIANT DL365 GEN10 PLUS WITH MILAN

|
Primary workload: VDI
Racl opfimized dense solution Featwe spes
1U, 2 P Processors AMD Milan Processors up to 240W (280W Post launch); selected Rome processors (5)

Drive carrier Basic Carrier

Front drive count 8 +2 SFF SAS/SATA
8 +2 SFF NVMe x4 PCle Gen4 (U.3 or U.2)

3 -_ Rear drive count No rear drive

Boot options M.2 SATA SSD Support using enablement kit (Uses a PCle slot)

Riser option includes Tinker Support
Shared board from DL385 Gen10 Plus NS204i-p Boot controller (Tinker) (Uses a PCle slot)
Leveraged chassis from DL360 Gen10 Plus 2G5 midipSD RAIDS s ComP"ve
GPU support 2 single wide (active/passive)
I/o Up to 3 x16 PCle Gen4
With only 1 processor populafed Riser option with tinker support—2 x16 and 1 x8

x8 PCle Gen4 OCP3 slot (Expandable to x16 using cable)

10 x& NVMe drives 2 dlofs: Both Storage controller Support for SAS/SATA controllers and Tri-mode controllers
1x16 Config limitation: Chassis depth 29.65” (SFF)
1x8 When 10 NVME install, No AROC
support and only support with 1 x8 Targeted workloads VDI, EDA/CAD, Database
OCP.

With 8 NVMe install, can support 1x
AROC with 1x8 OCP.
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HPE PROLIANT DL365 GEN10 PLUS WITH MILAN

|

Gen10 Plus Milan

Compute Up to (2) AMD® Milan Processor family, up to 64 Cores, 240W, PCle Gen 4.0, up to three (3) available slot(s)

Memory HPE Smart Memory (32) DDR4 8 channels per CPU, up to 3200MHz (1DPC) (8.0 TB* max)

Persistent memory No Support

Storage STaqdard HPE Smart Array SR100i.* Software RAID (Only for 2NVMe) N . . .
Choice of HPE Smart Array Essential or Performance Conftrollers for performance or additional features. Tri-Mode Controllers* for h/w RAID on NVMe drives.

Drives 10 SFF SAS/SATA, 10 NVMe (x4) PCle SSD

Networking Choice of OCP + Standup

VGA/serial/USB/SD ports Front Display Port Opt, Rear VGA and Optional Serial, 5 USB 3.0, + 1 USB 2.0 optional. Front Management port and dedicated rear iLO port

GPU support (2) Single Wide

Management—converged HPE OneView, HPE iLO Advanced and HPE InfoSight

Management—support HPE Insight Online with enhanced mobile appl

Management—embedded HPE iLO 5, SUM, RESTful Interface Tool, UEFI

Power and cooling up to 96% eff. To 1600W

Industry compliance ASHRAE A3 and A4, lower idle power, Energy Star

Chassis depth 29.65” (SFF)

Serviceability easy install rails Standard

Warranty 3/3/3

: |AMDn HPE+TREOLAN TECH-TALK I 32



HPE PROLIANT DL385 GEN10 PLUS V2 WITH MILAN

Accelerator optimized solution

2U, 2P

HPE ProLiant DL385 Gen10 Plus v2

Shared board with DL365 Gen10 Plus
Existing Chassis

Primary workload: ML/Big Data Analytics

Processors

AMD Milan processors up to 280W

Drive carrier

Basic Carrier

Front drive count

12 LFF SAS/SATA

24 SFF SAS/SATA

24 SFF NVMe x4 PCle Gen4 (U.3 or U.2)
24 SFF NVMe x1 PCle Gen4 (U.3)

Mid tray count

8 SFF SAS/SATA/NVMe x4 PCle Gen4 (U.3)
41 FF SAS/SATA

Rear drive count

4 SFF SAS/SATA (and proposed NVMe U.3 TBC) / 4 LFF

With only 1 processor populated

8 x4 NVMe drives 3 slots: Both
1x16
1x8

Boot options

M.2 SATA SSD Support using enablement kit (Uses a PCle slot)
NS204i-p Boot controller (Tinker) (Uses a PCle slot)
32GB microSD RAID 1 USB Boot Drive

1] AMDZV

GPU support 8 single wide or 3 double wide (active/passive)

I/o Total 8 PCle Gen4 Slots
x8 PCle Gen4 OCP3 slot (Expandable to x16 using cable)
x8 AROC
Up to 6 x16 PCle Gen4

Nvme support Total 32 x4 PCle Gen4 U.3 (24 x4 PCle Gen4 U.2)

Up to 16 NVMe drives off mother board (Uses the AROC slot)
X8 and x16 retimer cards to connect additional NVMe drives using PCle slots

Storage controller

Support for SAS/SATA controllers and Tri-mode confrollers

Chassis depth

28" (SFF), 29.5” (LFF)

Targeted workloads

Al/ML, Structured Data Analytics, NFV
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HPE PROLIANT DL385 GEN TO GEN COMPARISONS

|
P Up to (2) AMD® EPYC® 7002 Series Processor family, up to 64 Cores, Up to (2) AMD® Rome Processor family, up to 64 Cores, 225W, PCle Gen 4.0, Up to (2) AMD® Milan Processor family, up to 64 Cores, 280W, PCle Gen 4.0,
200W PCle 3.0, up to eight (8) available slot(s) up to eight (8) available slot(s) up to eight (8) available slot(s)
Memory HPE Smart Memory (32) DDR4 8 channels per CPU, HPE Smart Memory (32) DDR4 8 channels per CPU, HPE Smart Memory (32) DDR4 8 channels per CPU, up to 3200MHz
up to 2933MHz (4.0 TB+ max) up to 3200MHz (1DPC) (8.0 TB* max) (1DPC) (8.0 TB* max)
Persistent memory No support No support No support
. o
Choice of HPE Smart Array Essential or Performance Controllers for S'raerard HPE Smart Array SR109| Software RAID (Only for 2NVMe) S'raerard HPE Smart Array SR109| Software RAID (Only for 2NVMe)
Storage arformance or additional features Choice of HPE Smart Array Essential or Performance Controllers for Choice of HPE Smart Array Essential or Performance Controllers for performance
P performance or additional features. or additional features. Tri-Mode Controllers* for h/w RAID on NVMe drives.
Drives ;L:Jﬁ; ';EaF;érSnFan;"aX/ 24+6 SFF SAS/SATA, 24 NVMe PCle SSD 20 LFF+2SFF max/ 38 SFF SAS/SATA, 32 NVMe (x4) PCle SSD 20 LFF+2SFF max/ 36 SFF SAS/SATA, 32 NVMe (x4) PCle SSD
Networking L4x1GbE embedded + Choice of FlexibleLOM + Standup 4x1GbE embedded + Choice of OCP + Standup Choice of OCP + Standup

VGA/serial/USB/SD ports

Front Display Port Opt, Rear VGA and Optional Serial, 5 USB 3.0, + 2 USB 2.0
optional, Dual Micro-SD. Front Management port and dedicated rear iLO port

Front Display Port Opt, Rear VGA and Optional Serial, 5 USB 3.0, + 2 USB 2.0
optional, Dual Micro-SD. Front Management port and dedicated rear iLO port

Front Display Port Opt, Rear VGA and Optional Serial, 5 USB 3.0, + 2 USB 2.0
optional, Dual Micro-SD. Front Management port and dedicated rear iLO port

GPU support

Single(6)/Double-Wide (3) and Active/Passive up to 10.5”

(8) Single/ (3) Double-Wide and Active/Passive up to 10.5” (3)

(8) Single/ (3) Double-Wide and Active/Passive up to 10.5” (3)

Management—converged

HPE OneView and HPE iLO Advanced

HPE OneView, HPE iLO Advanced and HPE InfoSight

HPE OneView, HPE iLO Advanced and HPE InfoSight

Management—support

HPE Insight Online with enhanced mobile appl

HPE Insight Online with enhanced mobile appl

HPE Insight Online with enhanced mobile appl

M hadded

ment—em|
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HPE iLO 5, SUM, RESTful Interface Tool, UEFI

HPE iLO 5, SUM, RESTful Interface Tool, UEFI

HPE iLO 5, SUM, RESTful Interface Tool, UEFI

Power and cooling

Up to 96% eff. to 1600W

Up to 96% eff. to 1600W

Up to 96% eff. to 1600W

Industry compliance ASHRAE A3 and A4, lower idle power, Energy Star ASHRAE A3 and A4, lower idle power, Energy Star ASHRAE A3 and A4, lower idle power, Energy Star
Chassis depth 26.75" (SFF), 28.75” (LFF) 28" (SFF), 29.5” (LFF) 28" (SFF), 29.5” (LFF)

Serviceability easy install rails Standard Standard Standard

Warranty 3/3/3 3/3/3 3/3/3

1 AMDZV
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